
Lecture 11

Cook-Levin Theorem (contd.), Search vs Decision
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• T(3) = c
2.T(k/2 + 1) + O(k)
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Further breakdown isn’t possible.
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