Lecture 11

Cook-Levin Theorem (contd.), Search vs Decision
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¢/: (ul vuz vuk/zvu) A\ (I/lk/2_|_1 Vuk/2_|_2... VukV—lI/t)

Time to break a clause of k literals into a 3CNF formula:
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